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Abstract 
This introductory work aims to provide members of the Test and Evaluation 

community with a clear understanding of trust and trustworthiness to support responsible 
and effective evaluation of AI systems.  The paper provides a set of working definitions 
and works toward dispelling confusion and myths surrounding trust.  While also explaining 
trustworthiness, it moves beyond trustworthiness’ techno-centricity to focus on how people 
develop trust in AI systems.  In particular, this work highlights trust’s relational and context 
dependence and how this gives rise to varying testing requirements for different 
stakeholders, including users, regulators, testers, and the general public.  Therefore, 
trustworthiness and trust cannot be tested separately from their users and other 
stakeholders; nor can they be assessed just once, but require continuous assessment.  By 
understanding trust and trustworthiness, the Test and Evaluation community can more 
confidently assess whether systems are reliable and meet the expectations and needs of 
users, regulators, and the general public. 

 

Introduction 

“At the end of the day the integration of AI technology is about trust and a 
responsible AI ecosystem is the foundation for that trust.  Our operators must 
come to trust the outputs of AI systems, our commanders must come to trust the 
legal, ethical, and moral foundations of explainable AI, and the American people 
must come to trust the values their Department of Defense has integrated into 
every application.” 

-Deputy Secretary of Defense Kathleen Hicks (2021) 
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 Trust in Artificial Intelligence (AI) has become one of the hottest topics in public 
discourse with the explosion of generative AI, to the point where it has become a buzzword.  
The 2018 National Department of Defense (DoD) AI Strategy (Blackburn) and the 2020 
DoD Data Strategy (OSDPA) started to stress operator trust and data trustworthiness, 
respectively.  By 2020, the National Security Commission on AI final report mentioned 
trust 132 times (NSCAI 2020), spanning users, managers, the public, Test and Evaluation, 
Validation and Verification (TEVV), hardware, digital ecosystems, strategic partners, 
networks, and teaming, among others.  Within three years, the DoD’s Responsible AI 
(RAI) strategy states the desired end state for the entire responsible AI project is to 
engender trust from warfighters, leaders, and the American people in how the Department 
uses AI (DEPARTMENT OF DEFENSE 2022).  By 2023, it had become a primary 
objective of U.S. national AI development as set forth by President Biden himself 
(Executive Order 14110, October 30, 2023).  Trust has come to be seen as essential at every 
level from procurement to testing to public acceptance. 

The Director, Operational Test and Evaluation (DOT&E) Strategy Implementation 
Plan identifies the need to develop methods for the adequate assessment of operational and 
ethical performance of AI-enabled systems.  Testing must demonstrate with confidence the 
DoD AI ethical principles including responsible, ethical, equitable, traceable, reliable, and 
governable (DoD Adopts Ethical Principles for Artificial Intelligence).  The DoD RAI 
policy indicates that when these ethical principles are met, the desired end state of trust is 
achieved (DEPARTMENT OF DEFENSE 2022).  DOT&E, working alongside 
organizations including the DoD’s Chief Data and AI Office (CDAO) and the Office of 
Developmental Test, Evaluation and Assessment (DTE&A), must ensure that those who 
work on AI within the DoD – in its design, development, and testing – understand the 
various usages of ‘trust’, why the concept of trust remains important, and how to approach 
it effectively.  However, the standard approach of turning toward previous work in 
academia, government, and industry can confuse more than help (D. H. McKnight and 
Chervany 2001; Peter A. Hancock et al. 2011; P. A. Hancock et al. 2023; Hoff and Bashir 
2015; Probasco, Emelia S., Toney, Autumn S., Curlee, Kathleen T. 2023).  We aim to 
dispel some of that confusion in this paper.  Per Probasco, Emelia S., Toney, Autumn S., 
Curlee, Kathleen T. (2023), while nearly 14 percent of the 322,000 peer-reviewed papers 
on AI include a trust-related keyword, there are more than a dozen related keywords.  And 
to make matters worse, some use these keywords in nuanced and distinct ways while others 
use them interchangeably.  Beyond keyword confusion, there are more than a hundred 
definitions of trust in technology in the academic literature (Gefen 2014) and more than 60 
proposed trust measures for AI and autonomous systems (Razin and Feigh).  Furthermore, 
‘trust’ is pursued as a research topic in a dozen academic fields, from politics to 
psychology, that each have their own distinct approaches, definitions, and frameworks 
(D. H. McKnight and Chervany 2001).  Finally, this problem is compounded by the basic 
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reality that ‘trust’ and related terms are sufficiently common and colloquial (Goldberg 
2019), such that attempting a technical definition may be inappropriate, if not impossible. 

Despite the lack of convergence around keywords, definitions, and models, research 
into trust in technology has accumulated a number of scientifically validated findings.  
These findings are meaningful and shed light on the powerful and concrete ways various 
kinds of trust affect the adoption, acceptance, use, and misuse of technology.  Furthermore, 
recent research in AI has shed light on some of the unique aspects of trust in AI compared 
to other technologies.   

However, a better scientific grasp of trust has not always come without cost.  Trust 
research has been exploited through persuasive design techniques, such as emotional 
triggers and gambling-like gamification, which have been implicated in smartphone 
addiction (Leslie, 2016; X. Chen et al. 2023).  Tech companies are leveraging persuasive 
designs, based on the latest in trust research, to profile and model their users and predict 
their behaviors in order to sway users to invest evermore time and attention to their 
products (X. Chen et al. 2023). 

Such misappropriate trust in advanced technologies has caused catastrophic failures.  
The Patriot missile system, a missile defense system developed during the Cold War, has 
exemplified the importance of accounting for trust within test and evaluation (T&E), and 
the consequences when it is not.  The Patriot system was initially intended as an air defense 
capability, with both a semi-autonomous and an autonomous mode (Hawley).  While there 
were known issues with the autonomous mode for air defense, the Army decided that the 
autonomous mode was appropriate for missile defense, though it was still under human 
oversight.   

While the Patriot reported success against the majority of Iraqi ballistic missiles it 
engaged during Operation Desert Storm, 28 U.S. soldiers in a barracks in Dharan, Saudi 
Arabia, were killed when the system failed to engage (GAO, 1992).  Additionally, there 
were reports of repeated close calls with friendly aircraft (Hawley 2017).  Despite these 
issues and an unpublished report predicting future trouble (Hawley), the Army and their 
primary contractor lauded the system’s success and placed their trust in its capabilities.  
Patriot testing leading up to Operation Iraqi Freedom featured a few intercept flight tests 
against aircraft, tens of passes by live aircraft during tracking exercises, and hundreds of 
simulated aircraft trajectories; but there were tens of thousands of friendly aircraft sorties 
during Operation Iraqi Freedom, many of which had features that hadn’t been present in 
the live or simulated aircraft present during Army Patriot testing.   

The Patriot was hyped after Operation Desert Storm and then successfully intercepted 
all nine of the ballistic missiles it engaged during Operation Iraqi Freedom in 2003.  
However, the confidence built up by the previous successes contributed to two instances 
of fratricide during Operation Iraqi Freedom when Patriot shot down a Royal Air Force 
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Tornado and a U.S. Navy F/A-18C, killing two allied airmen and one U.S. Navy personnel 
(Directorate of Air Staff 2003; Hawley).  Patriot operators had the ability and the time to 
examine the tracks, conclude they were not actually missiles, and either halt the 
engagement prior to interceptor launch or destroy the interceptors after launch but before 
they reached the friendly aircraft.  In both cases, however, the Patriot operators failed to do 
this because they had been trained to trust the system instead of questioning the system 
when it was reporting unusual information.  In both cases, there were many contributing 
factors, the lack of any of which would have prevented these tragedies, but low-probability 
events and edge cases can and do happen; and system designers and testers, especially 
autonomous ones, need to take this into account.  Understanding how trust can lead to 
overcompliance (see Further Useful Definitions on compliance) and over trust, as well as 
studying ways to better calibrate trust and system trustworthiness through training, 
doctrine, policy, interface design, and incorporation of user feedback, may have mitigated 
such a failure.   

Thus, human factors, as they relate to trust, are potent forces that should not be 
ignored, but handled responsibly and with care.  In the following work, we will endeavor 
to clarify what trust is and explain how it is used, as well as related human factor concepts 
and their implications for test and evaluation.  Therefore, this work will begin with defining 
key terms relating to trust and trustworthiness (Section 2), explore what factors underly the 
various types of trust and what can bias them (Section 3), and consider how to approach 
testing for trust and trustworthiness for AI-enabled systems (Section 4).  
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Foundations of Trust 
To start, we must first understand that the range of concepts referred to as ‘trust’ is 

very broad.  At one end there is interpersonal trust, which is trust between two people.  At 
the other end there is public trust, which is broadly a sense of trust the public has in an 
institution.  Between people and institutions, there are multiple levels of trust that can be 
discussed; between an individual and a group, between groups, between strangers, and in 
public figures or companies.  But trust is not only placed in people.  Non-humans are also 
sometimes trusted, such as pets, tools, and machines, including highly complex systems, 
such as AI.  How much someone or something should be trusted is called their 
trustworthiness, and this can be thought of as a property of the trustee.  Trust itself, 
though, is a cognitive state, such as an attitude, belief, or expectation of the trustor.  

This still leaves us with the question, what is trust? While being as broad as possible 
and acknowledging that it is nearly impossible to find a definition that everyone will accept, 
for the purposes of this paper, we define trust as 

 a state effectuated by the trustor in which the trustee is given power over 
some subset of the trustor’s goals, which the trustor believes they could not 
have accomplished better on their own (Razin and Feigh).   

This definition would apply to trust between teammates, but also to a commander’s 
trust that the automatic mode of the Patriot missile system furthers the mission goals 
without endangering allied or civilian personnel.  It further extends to the Army acquisition 
office’s trust that the Integrated Visual Augmentation System (IVAS) as delivered meets 
the requirements to enhance a soldier’s performance in the field, as well as the public’s 
trust that social media applications will try to keep their data reasonably safe.  Sometimes 
the goals the trustor are putting in the hands of the trustee are explicit (e.g., mission 
objectives) but goals can also be assumed (e.g., data privacy, suitability, legal compliance, 
or willingness to act in the other’s best interest); sometimes incorrectly. 

Our definition of trust highlights the importance of understanding that trust is deeply 
intertwined with power and vulnerability.  Trust arises when the trustor recognizes that a 
trustee is as good as – if not better resourced/situated/skilled than – they are for 
accomplishing their goal, and therefore they allow themselves to be vulnerable by 
delegating the accomplishment of their goals to the trustee.  Trust’s strength is that it allows 
us to plan in the face of uncertainty, but at the same time, it always comes at the risk of 
failed goals or even betrayal.   

Trust often extends beyond a belief; when we trust enough, that belief crosses a 
threshold where it becomes an intention on which we act.  But how much trust is necessary 
before it becomes action?  This is known as the trust calibration problem (Yue Wang et al. 
2024): the trustor should only trust as much as the trustee is trustworthy.  Too much trust 
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(over trust) can lead to unmet expectations, disappointment, and regret.  Too little trust 
(under trust) means the trustor is wasting resources and effort when a more effective way 
exists to accomplish their goals.   

It is worth stressing that if the goal is calibrating trust for optimal effectiveness and 
suitability, as in the design of many of the DoD’s systems, systems should not necessarily 
be designed to maximize trust.  Maximizing trust would lead to over trust, which already 
is a serious problem when it comes to placing our trust in technology (Merritt et al. 2015).  
For instance, Tesla invested heavily in public trust, and in early 2022 the company was the 
single most trusted to develop safe and reliable autonomous vehicles (Cole, March 22, 
2022) (see Further Usefull Definitions on reliability); yet Tesla’s vehicles account for 91 
percent of all self-driving-related crashes.  This is not only because of Tesla’s popularity.  
According to National Highway Traffic Safety Administration data, over trust has likely 
resulted in more than 700 crashes involving autonomous driving capabilities, with a fatality 
rate 8 times higher than the national average for crashes involving for manually driven 
vehicles (Saddiqui and Merrill, June 10, 2023).  It appears that Tesla had concentrated on 
maximizing trust alone rather than calibrating trust to trustworthiness.  This might be 
because calibrating trust to actual vehicle trustworthiness would likely decrease sales and 
investment.  Vendors and contractors, in general, have an interest in maximizing trust, 
whereas test and evaluation practices should be evidence-based and endeavor to accurately 
assess both trust and trustworthiness in support of achieving calibrated trust.1 

Although trustworthiness is a property of a system, it is not fixed, but context-relative 
and dynamic.  The trustworthiness of a system depends on the goals of the trustor, the 
operational environment, the constraints, and the level of risk.  The amount of 
trustworthiness required for a particular system also differs by trustor: the type and level 
of confidence an operator or commander needs to be willing to employ a system can differ 
from what a regulator would need to approve the system or what the public needs to accept 
the system.  While they might be similar, the types of evidence and arguments needed by 
each audience differ.  For example, the developmental tester needs a different level of 
algorithmic transparency than the operational tester or the operator.  The operator may need 
more understandability than transparency.  Operators need to understand what the system 
is designed to do and when it can be expected to do so, but it is less important that they 
know exactly how it works.  On the other hand, the public’s trust might be more dependent 
on perceiving whether the software is fair or biased and understanding the design choices 
that went into attempting to achieve equity.  These might not be as relevant to an operator 
in a mission context when the bias is not the immediate priority. 

                                                            
1 Note that public confidence has dropped in Tesla since early 2022, given news of the various accidents. 

By September 2023, Tesla only ranked #5 among autonomous vehicle companies.  Hence, trust 
develops over time and calibration improves with experience and exposure. 
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 Furthermore, increased transparency does not necessarily lead to higher or 
better-calibrated trust.  A system that performs poorly but has high transparency will 
calibrate trust by lowering it.  But there is a widespread myth that if AI were just more 
transparent, explainable, and understandable, increased trust would automatically follow 
(Niu, Terken, and Eggen 2018; Weitz et al. 2021; Buçinca, Malaya, and Gajos 2021).  
Research has found that sometimes transparency, explainability, and understandability can 
undermine trust, even in trustworthy systems (Zerilli, Bhatt, and Weller 2022; Buçinca, 
Malaya, and Gajos 2021).  They can increase operator workload and lead to confusion and 
under trust (Helldin 2014).  Inaccurate explanatory methods (such as metamodels that 
oversimplify system decision rationales) can lead to miscalibration of trust in both 
directions (Zerilli, Bhatt, and Weller 2022) as well as over-reliance (Buçinca, Malaya, and 
Gajos 2021) and complacency (Razin et al. 2021).  It has been suggested that many 
explanatory frameworks assume that end-users will examine each explanation critically 
and apply logic to assess each of the AI’s explanations (Buçinca, Malaya, and Gajos 2021).  
However, research has shown that instead, end-users leverage a heuristic mental model of 
the AI agent to simply judge whether or not to trust (Buçinca, Malaya, and Gajos 2021) 
and that, unless users are highly motivated to assess content, the value of transparency and 
its mechanism for increasing trust is more symbolic (Liu 2021); meaning that the very 
signaling of the existence of transparency, whether it is really being transparent or simply 
pretending, is enough to assuage users and increase their trust.  Since the transparency does 
not need to be real, this can lead to miscalibrated trust in the AI.
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 Digging Deeper into Trust: Safety and Bias 
There is increasing convergence around the concept that trust can be categorized into 

three main types (Razin and Feigh):  

• Capability-based or Performance Trust, which refers to the trustor’s expectation 
that the trustee possesses the competence to accomplish the tasks and goals 
intended by the trustor; 

• Structural Trust or Integrity, which involves the trustor’s expectation that the 
trustee will adhere to the norms, morals, laws, and ethics that align with the 
trustor’s values.  This is also the aspect of trust directly shaped by regulations, 
laws, and community/industry standards; and  

• Affective Trust or Benevolence, which pertains to the trustor’s expectation that 
the trustee supports, aligns with, or shares the specific goal being entrusted.  
This type of trust can also extend to the trustor’s general well-being. 

These three dimensions of trust are supported by the trustor’s mental model of the 
trustee and how confident the trustor is that they and the trustee share a mental model of 
the mission, its goals, and relevant information for their successful accomplishment (Razin 
and Feigh).  In the case where the trustee is a technological system, this shared mental 
model is as much the system’s – however much of a model it can form – as it is its creator’s.  
Simultaneously, this shared mental model supports the trustor’s situational awareness, 
allowing them to perceive and understand whether the system is supporting their goals and 
to predict if the system will continue to do so (Andrews et al. 2023).  

The mental model is, in turn, informed by past experience, familiarity, reputation of 
the product or brand, training, and how similar it is to other systems or technologies the 
trustor has encountered before (Razin and Feigh). 

Trust, as a cognitive state shaped by our expectations, is prone to various cognitive 
biases, which should be accounted for in system design, testing, and fielding.  Cognitive 
biases are not inherently negative; they serve as mental shortcuts (heuristics) that aid us in 
making judgments, often more quickly than if we had to consciously reason them out.  
However, it is essential to recognize that these biases can lead us astray.  Several cognitive 
biases are associated with trust and AI, including:  

• Perfect Automation Schema, which is holding unfounded high expectations of 
AI and automation performance but with a very low willingness to forgive errors 
(Merritt et al. 2015). 

• Complacency, which arises when individuals become overly reliant on AI 
systems and overlook potential risks.  When this occurs, compliance can slip 
into complacency, when the trustor stops monitoring or reflecting on the 
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trustee’s behaviors or advice (Merritt et al. 2019), such as with the Patriot 
system in Operation Iraqi Freedom, as discussed above. 

• Robot-induced anxiety and negative perceptions, which is related to 
expectations of robots and AI being dangerous.  These expectations may be 
formed by popular media (Terminator Effect (Cheatham 2022))or may be a 
result of age, risk aversion, and familiarity with robots, AI, and other complex 
technological systems (Desai 2012). 

• Impersonal Impartiality, in which AI is assumed to be unbiased and fair because 
it is not human and uses logic and not emotions to generate solutions.  This 
impartiality is especially assumed in systems that do not look, sound, or move 
like a human (Das, Yixiao Wang, and Green 2021; Okoh 2023).   

• Anthropomorphism and zoomorphism, which arises from designs that evoke 
human or animal characteristics, both structural (face, body) and functional 
(naturalness of language, movement, facial expressions, tone of voice).  This 
bias then causes people to attribute human-like and animal-like qualities to AI 
entities, and to expect more human or animal-like behavior more generally from 
them (Visser et al. 2016; Verbene, Ham, and Midden 2015; Graesel 2022).  It 
can also induce the “uncanny valley” effect, a secondary cognitive bias in which 
being too similar to humans or animals actually causes more discomfort, 
anxiety, and distrust (Verbene, Ham, and Midden 2015). 

It is important to be aware of these biases and approach trust in AI with a critical and 
discerning mindset.  Since biases arise from heuristic processes that allow us to make faster 
decisions, mitigating them always presents a tradeoff.  Often the tradeoff is with speed, but 
sometimes the tradeoff ends up being between two biases.  Making an AI seem less human 
might increase initial trust, but could then lead to over trust and more fragile trust (Visser 
et al. 2016); whereas for other people, it might make them distrust the machines by 
inducing more anxiety (Culley and Madhavan 2013).  On the other hand, increasing 
anthropomorphism might lower initial trust and acceptance, but increase forgiveness 
(Visser et al. 2016); though it could lead to less system use if it enters the uncanny valley 
(Mathur and Reichling 2009).  One of the greatest challenges organizations will face with 
AI is determining how their values inform and shape these tradeoffs. 

One oft-mentioned cognitive effect tied to trust that was not included in the list above 
is the sunk cost fallacy, because with regard to trust this is not a fallacy.  Sunk cost refers 
to the tendency to continue trusting despite opposing evidence after one has made 
significant resource and/or psychological commitments (Olivola 2018; Arkes and Blumer 
1985).  However, this can also be understood as commitment and a willingness to forgive 
and trust that ultimately the system will prove worthwhile.  Trust requires vulnerability, 
and that includes making space for flexibility and even failure (Razin and Feigh 2021).  
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This will be a particularly hard but crucial lesson for traditionally conservative and risk-
averse organizations to absorb.  A particular challenge that requires much more forethought 
and development is how to balance the requirements of safety-critical systems against trust 
in AI and the vulnerabilities it entails.  
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Further Useful Definitions 
This brings us to defining some terms that are closely related to trust and sometimes used 
interchangeably.  Further confusion may arise given these terms are commonly found in other 
fields, such as statistics. 

• Reliance, reliability, and dependence:  Reliance and dependence can result from trust, but 
can also arise from a lack of viable alternatives or being forced into a situation.  Reliance 
is the extent to which an operator is willing to use a system in mission contexts.  
Dependence is similar, but stresses the trustor’s lack of autonomy and need for the trustee.  
The NIST definition takes reliability to mean “the ability of an item to perform as required 
without failure, for a given time interval, under given conditions” (Probasco, Emelia S., 
Toney, Autumn S., Curlee, Kathleen T. 2023).  To understand the difference, Patriot 
operators have reliance on their radar, but their radar has poor reliability. 

• Robustness, resiliency, and fragility:  Robustness and resiliency are the ability of a system 
“to maintain its level of performance under a variety of circumstances” and to “withstand 
unexpected changes”, respectively (Probasco, Emelia S., Toney, Autumn S., Curlee, 
Kathleen T. 2023).  Thus, they focus on the system’s reliability when under the strain of 
external conditions and unexpected usage.  Some differentiate between the two; with 
robustness focusing on maintaining performance despite disruptions, and resilience 
emphasizing the ability to recover after disruptions; but both aspects contribute to the 
trustworthiness of a system.  Fragility is the opposite of robustness. 

• Confidence:  Confidence relates to the strength of one’s belief or expectation, and therefore 
does not necessarily imply trust.  For example, someone could express confidence in the 
failure of a system without actually trusting it.  Usually, confidence is taken in the positive 
sense as directly supporting trust through the strength of one’s expectations in the systems 
reliability, robustness, and resiliency. Furthermore, there is also the confidence in how well 
one’s trust is calibrated.  As with many aspects of trust, confidence must be understood at 
multiple levels and resolutions. 

• Trusting behaviors/Compliance:  Trusting behaviors, such as compliance, are often easier 
to measure and less subjective than survey responses.  Compliance is when the trustor 
adheres to the trustee’s advice, judgement, or decisions.  However, it is challenging to 
determine whether these behaviors stem from trust beliefs or intentions alone.  For instance, 
high time pressure might increase reliance, and therefore perceived compliance, despite a 
lack of trust. 
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Challenges for Testing Trust in AI 
AI and advanced autonomy present a new range of challenges to trust in systems and 

their trustworthiness.  Traditional systems are assumed to not change, and therefore testing 
can have a hard stop after which the trustworthiness of the system is taken to change slowly, 
with decreasing reliability often likened to a bathtub curve. Changes in reliability may be 
tracked and communicated by the industry manufacturer or service program office or after 
major incidents.  However, many AI-enabled systems change much more rapidly over time, 
not just degrading, with algorithmic drift or hardware failure, but also improving as 
learning occurs. Furthermore, these changes may not be as generalizable as traditional 
systems, as learning and drift are highly contextual. These differences from traditional 
systems require iterative testing of AI-enabled systems, which is radically different and far 
more difficult than current testing strategies.  Furthermore, these systems can be “black 
boxes” compared to other software.  Even if testers have access to the code and model 
parameters, which they rarely do, some AI-enabled systems are famously non-explainable 
(Saeed and Omlin 2023; Maclure 2021).  AI-enabled systems assign relevance to and 
generalize patterns that do not match human salience and pattern finding.  They do not 
generalize in the same way as humans do.  Given their size and processing speeds, modern 
AI models can detect patterns that elude humans.  These systems are often very large and 
complex, even for AI subject matter experts, who are typically in high demand and short 
supply.   

The speed, size, and complexity of AI-enabled systems makes trust calibration 
difficult because we have a hard time forming the necessary mental models.  Edge cases 
and emergent properties will continue to surprise us.  That same emergence in AI also 
inhibits formally proving safety and implementing zero-trust policies.  If we want to use 
AI, we must be aware that we are asking for trust in inherently uncertain systems and must 
be open to and accept the fact that we are vulnerable.  It is a tradeoff we must acknowledge.  
We can manage it through tools such as risk frameworks, extensive testing, safety 
envelopes, and assurance cases, but ultimately there will always be a gap in what we can 
know and control and what we cannot. 

One might expect that gap to lead us to avoid and under trust AI.  Ironically, the bigger 
problem among the public according to the research is over trust, at least at first (Capgemini 
Research Institute 2023).  To understand this better, we need to think about trust as a 
dynamic state that continuously changes over time and over interactions with the system.  
Early on, our expectations of technology in general are formed by our culture, public 
opinion, and education.  We might develop more specific beliefs about trust in a given 
system based on brand, reputation, recommendations, and research.  Finally, we calibrate 
our trust with actual experience: the more we train, interact, or get feedback on a system’s 
actual performance in the tasks and missions, the more we develop a sense of the system’s 
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level of trustworthiness.  With technology, most of us are not experts and just assume that 
the computer or application or car or drone will work as advertised until it does not.  And 
when it fails, our trust can be brittle.  For serious failures, users might never want to deploy 
that system again.  For lower-risk failures, we might balance that risk against the system’s 
cost, the possibility the system will get updated or fixed or will learn, and whether there 
are viable alternatives.   

Designing for better AI trust calibration 
Sometimes we might wish to mitigate fragility, whereas other times fragility could be 

better for the system design.  There can be benefits to people assuming that a system is 
fairer and less prone to mistakes when they must first accept the technology and form a 
trusting relationship with it.  However, this will only work until the system fails.  
Depending on the magnitude of the failure, the level of risk, and the consequences, the 
technology might be abandoned because of broken trust.  From humans, we would call this 
betrayal.   

Unlike humans, technological systems are generally seen as much more expendable, 
especially by operators, who until recently were using alternative technologies or were 
grappling with the same mission goals and tasks manually.  This calculus changes for 
officers who might be aware that the system could give their operators an edge, and it 
changes drastically the more advanced the technology, the larger the organization, and the 
higher up the chain of command one looks (Manez et al. 2009; Renshon 2015).   Leaders 
are especially subject to the sunk cost fallacy, often feeling pressure for specific programs 
to succeed, and instead of abandoning them after repeated failures, committing further 
resources to their improvement (Renshon 2015).  Therefore, it is important that people train 
on systems, that the limits of systems are well-characterized through robust testing, that 
their operating envelope is communicated during training to properly set a prior 
expectation, and that tasks start small or low risk.   

Training can be bolstered by simulation, where the algorithms – either standalone or 
in some combination of hardware-in-the-loop or software-in-the-loop simulation – can be 
experienced with controlled levels of pressure and lower risk.  Training with simulations 
can inform both plans for gradual adoption as well as iterative designs, where the operators 
slowly adapt their mental model and expand trust in AI over time, handing off systems one 
by one.  This phased handoff could also mitigate the well-known cognitive bias called 
contagion, in which a failure in one function or set of functions lowers trust in other parts 
of the system, regardless of whether they are actually correlated.   

 

Therefore, establishing trust in AI-enabled systems faces the following challenges: 
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• The system itself must perform up to par.  Research has found that depending on 
the task, if the system performance is below a certain threshold (70 percent–85 
percent), users will not be able to initially establish trust (J. D. Lee and See 
2004). 

– The system does not need to be perfect, but it must be good enough that 
confidence in its trustworthiness is justified. 

– This can be established in contractor testing (CT) and development testing 
(DT), to some extent, but subject matter expert and operator feedback is 
important to ensure that the system and the operators have goal alignment.  
If the system is doing something well at 93 percent accuracy, but it is not 
what the operator thinks it’s doing or what they need it to do, then the 
system is not suitable for that user for this task, and trust will be degraded. 

– However, once trust has initially been established, it might persist despite 
obviously untrustworthy behavior and even spread to previously unseen 
behaviors.  This has been shown by (Holbrook et al. 2023) where interactive 
robots were trusted to guide people outside of buildings during simulated 
but believable emergencies despite making observed mistakes that would 
have resulted in serious injury and fatalities. 

• Systems must be designed to help support proper trust calibration.  Trust cannot 
be forced; it must be earned. 

– This includes instrumenting systems to understand performance and how 
they are being used. 

– This also includes the design of the user interface, the information given to 
the operator to support their understanding, and the design of the training 
and familiarization with the system. 

o How the AI system is introduced and brought online matters! 

• In operational testing, systems cannot be tested without their operators.  
Whether we are testing training or fielded operations, testing AI in general 
requires sufficient time and interaction for the trust to build.  It is not ‘one and 
done’.  This is just as true for the testers, for them to properly asses how much 
trust operators and commanders might place in the systems under test compared 
to how trustworthy they are.   

– The dynamic learning and adapting that occurs also implies the need for 
iterative re-assessment during sustainment. 

– The need for iterative-reassessment amplified by AI-enabled systems, both 
because their models can drift over time by becoming increasingly 
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decoupled from the world on whose data they were initially trained, and 
conversely because of changes to the system as they learn. 

– Furthermore, as real-world field tactics evolve quickly during conflict and 
new applications for the AI-enabled systems arise, continuous testing 
strategies assure continued effectiveness in a rapidly changing operational 
landscape, especially as such systems can exhibit unexpected emergent 
behaviors. 

In AI systems that continue to be updated or to learn, the operator and testers should 
ensure that their level of previously established trust is still warranted (Yaxley et al. 2021).  
A further point is that the operator will need a different level of understandability than the 
tester or regulator, who might need more explainability, or to assess potential threats to the 
system, such as adversarial AI.  At the highest level of transparency, there might be 
required transparency down to the hardware and code itself.  This supports the idea from 
assurance cases that each party who requires assurance will need arguments and evidence 
specific to their goals and needs for the system.   

Measuring Trust and Trustworthiness 
One particular challenge to the test and evaluation of trust and trustworthiness in any 

system, with AI or not, is how to measure them.  Trustworthiness is the more 
straightforward of the two conceptually but is often more difficult to measure in practice.  
Recall that trustworthiness is essentially how well a system allows the trustor to accomplish 
their goals.  In order to measure this as a property of the system, one needs to instrument 
the system such that one can answer whether the system is 

• Capable of fulfilling the designer’s, operator’s, and commander’s goal when 
deployed correctly. 

• Able to be deployed correctly by those who are meant to operate it (Tate 2021). 

Measuring trustworthiness might require internal instrumentation, access to code, 
outputs, and external sensors that monitor system movement; but it also can include human 
factors evaluation of the user interface, task analysis, and other measures of suitability.  
These components are the baseline for all software testing, and if we cannot get it right for 
traditional systems, we will never be prepared for such testing for AI-enabled ones.  

Trust is commonly measured through surveys that capture an individual’s explicit 
perceptions, knowledge, and expectations.  Other ways of measuring trust include 
physiological and behavioral metrics, but surveys only probe what the user is consciously 
aware of.  Best practice is to use a combination of these methods in order to triangulate 
whether a person consciously trusts the system and whether they act or react as if they do.   
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Over 60 trust surveys have been proposed and used for human-automation, human-
robot, and human-computer trust; but there is wide variance in their proven reliability, 
validity, and usability (Razin and Feigh).  When choosing a scale, it is important to 
determine first why you want to measure trust and what resolution is required.  Trust scales 
can be divided into two main categories: single-factor and multi-factor.  Single-factor 
scales are good for answering “Does this person trust the system?”, whereas multi-factor 
scales decompose trust further and can help answer “Why does the person trust the system, 
and in which ways?”   

The other major decision when choosing a trust survey is how long the survey should 
be.  Short surveys capture less data but are suitable when one wants to ask about trust 
during a task, especially if they will be asked multiple times throughout the task or when 
the task cannot be interrupted for long.  Long surveys capture more data and can yield more 
statistically meaningful results.  These are better suited for before and after tasks and 
between missions.  However, whether using a short survey many times or using a very long 
survey once, testers should be mindful of survey fatigue, as too many questions can be 
tiring and yield lower-quality results.   

A series of well-validated, single-factor trust surveys can be found in (Merritt et al. 
2015; Merritt et al. 2019); a shorter multi-factor one in (Wojton et al. 2020); a longer, but 
not overly long, multi-factor one in (McKnight, D, Harrison et al. 2011), and both a single- 
and multi-factor scale in (Schaefer 2016).  The U.S. Army Combat Capabilities 
Development Command Army Research Laboratory has a good review of both validated 
surveys and non-survey methods for measuring trust (Krausman et al. 2022), and a large 
review of the 60 validated and published scales including guidance on how to assesses 
surveys for reliability and validity can be found in (Razin and Feigh). 

Although some have expressed doubts that trust is measurable or useful to measure, 
we hope this review demonstrates that not only can trust be measured, but that serious 
consequences can arise if it is not. 

The Challenge of Safety and Assurance 
Can measuring trust and trustworthiness be used to further manage the risks and 

vulnerabilities trust entails?  This is the question that safety and assurance address.   

 Safety processes manage trust by putting bounds on how much risk is acceptable.  
The National Institute of Standards and Technology (NIST) and the DoD define system 
safety as the governability of these systems, meaning the “ability to disengage or deactivate 
deployed systems that demonstrate unintended behavior” (Depertment of Defense 2020).  
A different conception of safety that is often conflated with trust is psychological safety, 
which is how much members of an organization or team perceive their groups are open to 
risk-taking and mistakes (Gallo, 2023).  Thus, system safety puts hard limits on the amount 
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of risk allowed, supporting robustness.  On the other hand, (perceived) robustness and 
resilience lead to psychological safety (see Further Useful Definitions). 

One proposed approach to help manage risk and implement governability is 
assurance cases, which combine risk analysis with evidence and tailored arguments to 
assure specific audiences (Tate 2021).  It is not always possible to gather sufficient 
evidence to cover every possible scenario given the complexity of AI and how it interacts 
with systems, environments, and operators.  Thus, additional arguments are employed to 
extend the existing evidence that remaining risks are at least accounted for and manageable.  
This approach aims to provide the trustor with the assurance that the system will perform 
as expected, or at least not exceed a safe operational space or envelope (Neto et al. 2022).   

Another critical tool for supporting assured safety and building trust is modeling and 
simulation (M&S).  M&S can be used to identify the system’s operational envelopes within 
which operational testing can occur safely.  Simulations can also be used to test how human 
users interact with AI-enabled systems and how systems properly communicate with their 
users or adapt to them (Neto et al. 2022).  One particular challenge is understanding how 
users behave and use the system near or beyond its operational envelope (Freeman, 
Rahman, and Batarseh 2021).  Identifying the edges of operational envelopes for AI-
enabled systems can be difficult given the size, speed, and complexity of their calculations 
and the further possibility of emergent behavior that might not be discovered until end-to-
end operational testing occurs, if then.  M&S provides one way to identify some problems 
early on, if it is sufficiently realistic in the relevant dimensions.  This does not mean every 
simulation needs to have the highest fidelity possible.  Instead, the realism of the simulation 
must be suited to the questions or behavior being analyzed.  A simulation with very 
rudimentary representation of the physical environment might be adequate to exercise 
many AI decision functions and evaluate human-AI teaming CONOPS in useful ways.   

Just like the systems themselves, trust must be established in the M&S. 
Trustworthiness can be assessed through validation, verification, and accreditation 
(VV&A) of M&S (Elele and Hall 2016), but we must not forget to measure how the 
simulated systems are perceived and used by operators; in short, how much they trust them. 

 Increased Transparency and Understandability Do Not Guarantee Trust 
Trust is rather closely related to understanding and explaining AI, situational 

awareness, mental models, fairness/bias, and workload.  There is a widespread myth that 
all of these factors are correlated positively with trust.  The reality is much more complex.  
The wrong level of transparency or wrong kind of explanation can undermine trust 
calibration and spread trust contagion.  Too much transparency or explanation can also 
burden the operator with information, increasing workload and forcing the operator to rely 
on the system, not out of trust as much as out of lack of ability to handle more workload 
(Helldin 2014).   
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Furthermore, some experiments suggest that robots can be over-trusted in particularly 
stressful situations to the extent that even when the human does not trust the robot or 
believe it to be proficient, they will follow it into fatal situations (Holbrook et al. 2023).  
Shared mental models are positively correlated not with trust as much as calibrated trust.  
But as mentioned above, too much confidence in one’s mental model can be detrimental 
(Razin et al. 2021; Gigerenzer, Hoffrage, and Kleinbölting 1991).   Situational awareness 
is also supported by the shared mental model, but its correlation with trust/calibrated trust 
is rather messy (Razin and Feigh; Endsley).  There is strong evidence supporting that the 
ability to predict how a system or environment will change over time correlates with better 
calibrated capability-based trust (McKnight, D, Harrison et al. 2011; Tussyadiah and Park 
2018; Söllner, Pavlou, and Leimeister 2013). 

 Fairer AI Does Not Guarantee Trust 
Algorithmic fairness is the practice of reducing unwanted bias in the data, model, and 

system behavior.  Of particular interest is the practice of reducing bias against historically 
disadvantaged groups and preventing discrimination based on categories as defined by law 
(AI Fairness 360 2020; NIST AIRC 2024; ALTAI portal 2024)).  There is a general 
assumption that if fairness is achieved, trust will follow.  This assumption, however, may 
be truer of trust by the public than of operator trust.  The public might not trust a company 
or government that is caught using unfair algorithms, but the impact of fairness on operator 
trust calibration remains less clear (Angerschmid et al. 2022).  

Three major problems have arisen with algorithmic fairness and its assumed relation 
with trust in AI:   

• Achieving algorithmic fairness generally requires tradeoffs in the performance 
of the model or the quality of the data.  For safety-critical or zero-trust 
operations, this tradeoff is not always seen as acceptable or might present its 
own ethical dilemmas.   

• There are multiple types of fairness, such equity and equality.  Mathematically, 
it has been proven that many of these types are mutually exclusive (Barocas, 
Hardt, and Narayanan 2023), causing debate on which types of bias are 
acceptable in a given system or application (Simons, Adams Bhatti, and Weller 
2021).   

• Finally, although the law or corporate policy may dictate how fairness is 
designed into a system and what tradeoffs are acceptable, these same choices 
might not be acceptable to the public, commanders, or operators.  Thus, 
implementing a particular concept of fairness does not guarantee either public or 
operator trust, and might indeed put them in conflict with one another. 
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Recommendations 
To achieve trusted and trustworthy AI, we recommend a number of tangible steps. 

Previous work on assuring system quality, while critical, alone is insufficient to guarantee 
or assess trust or its calibration.  First, a shared consistent glossary for human-system 
integration (HSI) should be disseminated that establishes a common terminology for trust 
and related concepts.  Second, organizations need to encourage the use of reliable and 
validated trust surveys and behavioral metrics.  This must include resourcing for 
instrumentation and survey collection.  If appropriate surveys for their applications are not 
available or have not been validated in the necessary domain, organizations should conduct 
or invest in research to create and validate such surveys.  Furthermore, measurement of 
trust from physiology and trust calibration are still active areas of research that should be 
supported. 

Once a common terminology and strong metrics are established, they need to be 
incorporated into development and T&E.  Others have already argued that AI test and 
evaluation will need to be a spectrum, shifting to both the left and the right.  This is just as 
true for trust and trustworthiness measurement.  Trust and trustworthiness design and 
testing needs must be considered from the very beginning, with both HSI subject matter 
experts and, more importantly, operators brought into the process early.  At the other end, 
trust’s relational nature and AI’s ability to both learn and drift will require continuous 
monitoring and ongoing testing into fielding and sustainment.  Finally, all this will require 
education and training – testers should be aware of the range of metrics available and how 
to assess their appropriateness and quality; and commanders and managers need to be made 
aware of the new risks and vulnerabilities AI entails and how to understand trustworthiness, 
fairness, and transparency when it comes to responsible AI, as well as training for both end 
users and developers which accounts for calibrated trust design.  In the case of the 
government, this may include incorporating trust into AI, HSI, or human-machine teaming 
modules in the Defense Acquisition University system; NIST refining its AI glossary, 
including trust and assurance among its AI measurement and evaluation projects and AI 
workshops; and providing training on AI.gov and AI.mil. 

Conclusion 
Despite its ubiquity and importance, trust research is still developing as a field.  

However, as it develops it is critical to establish a common lexicon and disseminate the 
current understanding of what trust and trustworthiness are and why they matter.  In many 
ways, AI makes us confront our own understandings of ourselves; to better come to grips 
with the implicit assumptions we make about the world and the words we use.  Trust is not 
the same as trustworthiness and testers should work to achieve both trustworthy systems 
and well-calibrated trust.  Focusing on trustworthiness or maximizing trust alone can have 
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disastrous consequences.  Trust is hard to measure, and it is very personal.  Different 
stakeholders need different evidence and assurances with regard to the transparency, 
explainability, mental model, and types of trust the system supports.  Contrary to some 
management fallacies, trustworthiness, transparency, and fairness alone do not guarantee 
trust, much less calibrated trust.  Calibrating trust also takes time: it emerges relationally 
through personal interaction, personal history, and evidence from fielding.  Thus, training 
and building familiarity are critical.  AI and supported simulations might allow for a 
smoother transition between manual and AI-supported operations, over which operators, 
commanders, testers, and decision makers can learn how much to trust systems.  This 
process can and should be designed to account for tradeoffs among cognitive biases, 
including trust contagion, the perfection automation schema, complacency, the Terminator 
effect, anthropomorphism, and sunk cost.  Finally, it is clear that for AI-enabled systems 
to be trusted, they cannot be fully tested without their operators and without sufficient time 
for familiarization, training, and operational testing; and such assessments need to be 
continuous if the AI will continue to learn or to be updated after initial fielding. 
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